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Dear Members of the University Board, 
Dear colleagues, friends and students,
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0. Introduction 

Why do I like being a statistician in the department of Sociology? 

What is special about statistics in the social sciences? And how 

can statistics serve as a link between two different worlds to 

make it the best? In this inaugural lecture, I will try to give an 

answer to these questions. 

A – too - simple answer is that statistics in the social sciences is 

“applied”, or “statistics in context”. Both terms are often used. In 

mathematical statistics to distinguish the theory of statistics 

from the practice of statistics (Diggle, 2015). And by statistics 

professors who advocate the teaching of statistics in an applied, 

contextual, setting, using examples that are close to students’ 

interests (see, e.g., Blatchley, 2019).  

By the way: I consider myself an applied statistician and make 

an effort to teach statistics in context.

A better answer is that statisticians in the social sciences  

practice in a context with social scientists - often referred to as 

applied researchers by statisticians. They work with colleagues 

and students in a consultation setting. To give good advice it is 

necessary to not only understand the research question but 

also to familiarize oneself with the context of the scientific 

problem (see also Heiberger & Holland, 2013; Diggle, 2015). 
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This approach to statistics in an applied context very much 

captures the spirit in which I and my statistician-colleagues in 

Sociology and other departments in the Faculty of Social and 

Behavioral Sciences teach our students and collaborate with 

our colleagues. 

You might think that students – teaching – and colleagues –  

collaborating - populate the two worlds of which I perceive the 

intersection as ‘the best’. This is indeed the case, but in this  

lecture, I would like to explain more precisely what I mean by 

‘the best’ in the practice of statistics. For that I need the idea of 

statistics connecting two worlds as depicted by Kass (2011) in 

his article “Statistical Inference: The Big Picture”. He sketches 

two worlds, a real world and a theoretical world, as shown in 

Figure 1. The theoretical world contains theoretical models and 

statistical models, whereas the observed data – to support or 

investigate the theoretical models – live in the real world.

In the following, I will present my view on the role of applied 

statistics in the social sciences, by investigating the Big Picture 

in more detail. I will look deeper into the bidirectional relation 

between theoretical models and statistical models in the  

theoretical world, and the role of observed data in that relation. 

Then, I will focus on statistical models for social network data 

in particular. Finally, I investigate the role of statistics and  

statisticians in obtaining the best of the two worlds in order to 

arrive at valid conclusions.  
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I will only touch upon important themes like teaching, research 

design, testing or effect sizes, model estimation, or causality. 

Excellent chapters on these topics and the role of statistics can 

be found in Panter & Sterba (2011). 

Figure 1. The big picture of statistical inference (based on Figure 1 in Kass, 2011)

1. The Big Picture

Kass uses the Big Picture to make a plea for statistical pragma-

tism by circumventing the - sometimes difficult and fruitless – 

discussion about the methods for statistical inference, roughly 

frequentist vs. Bayesian. Statistical pragmatism is primarily 

concerned with the assumptions that connect data and models. 

This approach fits very well with statistical practice, is great for 
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teaching, and highlights the essence of “applied statistics”, 

finding good, i.e. valid, justifiable, answers to real questions. I 

view statistical pragmatism as a great, if not ‘the best’ way to 

achieve statistical thinking. What exactly is statistical think-

ing? It is a complex concept, that starts with statistical literacy, 

promoted from an early age in the Anglosaxon countries (see, 

e.g. Watson, 2000). It may help to develop statistical work  

ethics and stimulate ethical data science (Utts, 2021). 

For now, a simple definition based on Brown & Kass (2009)  

suffices: understanding the probabilistic nature of statistical 

models and of data and - thus - their connection. To put it eas-

ier: to include ‘error’ in statistical models – because they are 

never exact – and to separate regularity from variability in data. 

Understanding the role of assumptions in the statistical models 

and in data will foster statistical pragmatism, not holding on to 

absolute rules, not expecting to make final decisions, but being 

able to make a reasonable assessment of the theoretical model 

based on the statistical model and the data. 

Two important notions to bring into the theoretical and real 

world are context and control. 

Context in the theoretical world is needed because theoretical 

and statistical models are not universal, not completely speci-

fied and therefore not without error. Context in the real world is 
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needed because the observed data are not ideal, i.e., will not 

meet the assumptions made in the theoretical world.  

Control is a difficult word with various meanings in both worlds. 

In the Big Picture we can view it as a way to deal with the  

incompleteness of the models in the theoretical world. In the 

real, empirical world, we get control of the data by collecting or 

selecting observations, or by correcting for non-ideal or incom-

plete observations 

I perceive context and control as ways to give substance to  

statistical thinking, acknowledging error and variability, and 

deciding how to deal with this. 

2. Models

The first topic deals with the theoretical world, in particular the 

link between theoretical models and statistical models, building 

models in context.  

The arrow between scientific models and statistical models 

reflects the translation of scientific hypotheses into so-called 

statistically testable hypotheses. In line with statistical  

pragmatism and by circumventing the debate about statistical 

hypothesis testing, I prefer to interpret the arrow as defining a 

statistical model specification that adequately captures the 

complete theoretical model including all hypotheses.
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A well-known way is to draw a picture - a bit similar to the big 

picture presented before - to represent a scientific idea, model, 

or hypotheses. A simple example is represented in Figure 2. 

Figure 2. Simple model 

Here, X and Y are concepts of interest. For example, X is educa-

tion and Y is occupational status. In the theoretical model, the 

arrow from X to Y represents an explanation of the relation 

between X and Y, or from X to Y, where some form of causality 

is usually implied. For example, education is positively related 

to occupational status “because” having a higher education 

facilitates a higher occupational status. In sociology this is 

often called the theoretical “mechanism”. 

The graphical representation is immediately recognizable as a 

statistical model, often used in regression analysis. The arrow 

represents the association between X and Y, indicating that for 

different values of X, different values of Y are expected. In the 

example, the higher education, the higher occupational status. 

In teaching we always say that this ‘statistical’ relation is not 

causal ‘by definition’, although we often call X an explanatory 

variable or a predictor. 
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Often, the theoretical model will contain multiple explanatory 

variables, whose association with the outcome of interest need 

to be investigated. These explanatory variables may also be 

associated with each other theoretically. An example is given  

in Figure 3, where two explanatory variables are added to the 

model, parental education and gender. It shows that parents’ 

education is linked to their child’s education and occupational 

status. Gender is linked to occupational status, reflecting that 

occupational status is not the same for the genders. The theo-

retical model also postulates that occupational status depends 

on gender because of gender differences in the effect of parents’ 

education on education. (I note that this is an example for illus-

tration without a sound theoretical basis.) 

Figure 3. Model with core variables (in dashed area) and a contextual vari-
able (gender)

The link between scientific models and statistical models is  

relatively straightforward when some form of regression or lin-
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ear model analysis is used. In the social sciences it is usually 

assumed that the outcome variable vector Y contains a set of 

independent identically distributed observations, with normally 

distributed residuals. 

A naïve approach for investigating a theoretical model with 

multiple explanatory variables, is to estimate the various 

arrows, that is, the association between pairs of connected  

variables, ignoring the other variables in the model. A better 

strategy is to build the complete model in a series of models in 

growing complexity. Then, the partial association of each X 

with Y is investigated, that is, conditional on the (partial) asso-

ciations between the other explanatory variables. One could 

also say that the ‘net’ association of X is investigated, that is, 

association not accounted for by the other variables in the 

model. It also implies that the model parameters are inter-

preted under the “ceteris paribus” rule, that is, “all else being 

equal”. It means that all other variables in the model are held 

constant. This strategy works well if the model is complete, i.e., 

correctly specified, and thus accounts for the effect of “all” vari-

ables of interest. 

The order of inclusion of the variables depends on the role of 

the variable in the model. If it presents a ‘known’ effect, as for 

instance the gender effect on occupational status, then it is 

wise to include the variable in the model from the beginning. 
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This will alter the partial correlations and provide the relevant 

interpretation, “ceteris paribus”.  

I prefer to call gender a contextual or background variable, and 

to represent its role by distinguishing a ‘core’ model with the 

main variables of interest and a periphery containing the con-

textual variables as depicted in Figure 3. I note that contextual 

variables are often called ‘control’ variables. 

Including “contextual” variables in the model is aimed at 

obtaining a better estimate of the association between the 

explanatory variables X and the outcome variable Y, making the 

“ceteris paribus” assumption concrete. Of course, it does not 

necessarily make the model correct or complete, but perhaps 

more complete. 

You may wonder why I am concerned about contextual variables. 

The reason is that we all know that theoretical and statistical 

models can only approximate reality. One cannot expect  

theoretical models to represent all factors related to some  

phenomenon. The researcher will not claim that the theoretical 

model does so. There will always be “unexplained” differences 

between human subjects, due to unknown characteristics. This 

is reflected in the statistical model in the residual term. To find 

out more about the role of contextual variables, we need to 

enter the real world. 
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3. Data

The real world is the domain of the data. Real – empirical – data 

are collected through experiments, survey research, observa-

tions, etc. In my basic understanding of realist ontology and 

epistemology (based on Maxwell & Delaney, Ch. 1) it works like 

this. Researchers in the natural sciences may argue that their 

data are precise except for measurement error and perhaps this 

also holds for the exactness of their theories and models. 

Social scientists are more aware of the incompleteness of  

models as a simplified version of reality and of the imperfection 

of measurement. This imperfection comes from the difficulties 

in measuring ‘latent’ concepts such as occupational status or 

intelligence, or other variables that we represent by X’s and Y’s, 

and the gap between the “human subjects” – people – who  

participated in the research and the target population of the  

scientific model. For instance the general population, or a  

subgroup like women aged over 50. Therefore, social scientists 

are cautious about making claims about causality.

Ideally, the researcher has complete control over the selection of 

the subjects whose data are collected. We teach our students 

that through a – large enough – random sample of some (target) 

population we can estimate the population statistics. In practice 

however, the data that are collected in the social sciences do not 

meet these requirements. The samples are (too) small, not ran-

dom because of a convenience sample, or not random because 
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of non-response during data collection. Note that I on purpose 

do not use the term ‘representative’ sample, because it is not 

immediately clear of what population the sample should be 

representative, and regarding which characteristics.

The consequences of this non-ideal sample bother me as a  

statistician because it threatens the performance of the statistical 

models, affecting the relation with the theoretical models. 

Therefore, possibly affecting the validity of the statistical and 

research results as well. It is – and should be - also of concern to 

the researchers who need to consider the impact on the results 

and limitations of the conclusions. 

The best possible remedy is to carefully inspect the data. In 

most cases more characteristics of the subjects will be known 

than included in the theoretical model. This typically concerns 

demographic information describing the sample, such as gender, 

age, household situation, geographic region, etc. Statistical 

insight into the context of the human subjects can be used to 

discover to what extent the available data are “imbalanced”, or 

– okay – violate the representativeness of the sample. 

Careful data inspection, or exploratory data analysis (Tukey, 

1977; see also Tukey, 1962 and Mallows, 2006), provides 

descriptive statistics such as means, variances and other 
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numerical or graphical distributional information, incomplete 

observations (missingness) and bivariate correlations. 

Descriptive statistics are important ingredients for linking the 

real world to the theoretical world. They provide the informa-

tion to identify contextual variables that need to be included in 

the statistical model and analysis. This is a different way of 

defining control variables, empirically motivated, and most 

likely not of primary theoretical interest. Such variables can be 

viewed as a means to get grip on or “control for” the uncertainty 

about the influence of the non-ideal or unbalanced data set on 

the results of the data analysis. 

The estimates of the “contributions” (net associations) of the 

contextual variables are not just nice byproducts of the data 

analysis. They are essential, because they may lead to a better 

understanding of the particularities of the “mechanism” under 

investigation. Perhaps they also lead to a finetuning of the  

scientific model. In the example I presented, gender may move 

from context to core, because of new theoretical ideas about the 

associations between parental education and the gender of the 

child. 

Thus, the real world will identify ‘regularity’ and ‘variability’, 

which the statistical models need to capture adequately in 

terms of a systematic part and a random part. Exploratory data 
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analysis may convince the statistician and researcher that the 

statistical analysis they had in mind – usually a ‘normal’ linear 

model - is appropriate. It may also prepare them for having to 

use a different model, for instance because of skewness or 

dependence in the data. This again shows the importance of 

statistical thinking and statistical pragmatism. 

One particular topic that I want to discuss in the area of data 

requiring special models, is statistical models for social  

network data, and show that the notion of context is also 

important for social network analysis. After that I will finish 

the story about the Big Picture. 

4. Statistical models for social network analysis 

Just to be sure: social networks are more than social media like 

Facebook or WhatsApp. Social networks or social network data 

in the social sciences refer to the relationships (“ties”) between 

one individual (the “ego”) and a set of other people (the “alters”). 

So-called complete social network data contain all relation-

ships from and to the members of a group (the “actors”), for 

instance children in a classroom, or employees in a department. 

Statistical modelling of complete social network data is not 

straightforward. First of all because the observations do not 

satisfy the usual assumption of independent observations. 

While in most research data are collected from each individual 
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separately (and thus independently), in social network data the 

relationships from and to the same individual resemble each 

other more than relationships involving different individuals. 

The dependence structure between the ties may well be 

expected to go beyond pairs of individuals – dyads. For instance, 

“transitivity”, a friend of my friend is my friend, involves three 

individuals. This makes the model more complex, with basic 

‘structural’ parameters taking care of the dependence and with 

parameters to represent individual or dyadic characteristics. 

The model components and model building steps that I out-

lined earlier are more difficult for models for social network 

data. This means that it is also more difficult to translate  

theoretical models into statistical models. Understanding the 

behavior of the models, statistically and computationally, in 

terms of model specification and parameter interpretation is 

not easy, and a challenging task for both statisticians and 

social network researchers. 

Statistical models for the analysis of social network data have 

seen a great development, with important contributions by 

Tom Snijders and his group in the nineties of the last century 

in Groningen, in close connection with colleagues in Australia 

and the USA. In the 21st century, this network of statisticians, 

mathematicians and sociologists has grown in members and 

locations and is a close-knit community, collaborating on 
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advancing social network analysis. I would like to sketch two 

topics that are worth studying involving context in a rather  

different meaning than earlier. 

First, context as created by a social network itself. In the early 

years the work on social network methodology was aimed at 

estimating a model for just one network, or how it changed over 

time. Nowadays, it is possible to analyze a ‘sample’, that is a 

larger set, of social networks, such as school classrooms, using 

the same model specification. Through some meta-analytic 

procedure, or a multilevel analysis, the average associations or 

mechanisms are estimated, assuming a population of social 

networks from which the observed networks were drawn. 

The assumption of identically distributed social networks is 

statistically straightforward, but imposes restrictions on the 

theoretical model, such as same network size, and ‘same’ (type 

of) actors. As we saw in the Big Picture, these assumptions 

need to be investigated in and supported by the real world. How 

do we decide whether the observed social networks are similar 

enough to be estimated by the same model? Or, is it possible to 

account for the differences in the observed data by including 

contextual variables? 

To answer these questions, we first need to understand the 

behavior of the statistical models for social network data well, 
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in different contexts and conditions. Just like this was done 

when statisticians first developed the ‘normal’ regression or 

anova models and evaluated the importance of the distribu-

tional assumptions. The straightforward way to study the 

behavior of statistical models is through simulation studies. 

Simulation is a great tool in statistics, because it provides the 

possibility to use a ‘true’ model, i.e., a model with known 

parameters, and to generate data from this model. By estimating 

the parameters from the simulated data, we can investigate 

whether an estimation method works well, in terms of bias and 

variance. Simply put, whether the parameters are estimated  

sufficiently precise. Moreover, the consequences of analyzing 

data that do not meet the assumptions of the true model, can be 

studied using ‘corrupted’ data. That is, data generated with a 

known violation of the assumptions of the true model. If the 

consequences are relatively small, i.e. the parameters are esti-

mated reasonably precise, then the estimation method is 

robust against the violation of the model assumption. If the 

consequences are large, this needs to be taken into account in 

evaluating the model results. 

There are very good examples of this type of work. A recent 

example is a study of  the consequences of missing observations 

in networks and proposing solutions (e.g., Krause, Huisman, 

Steglich & Snijders, 2020). To answer the question about the 



22 | Statistics in the Social Sciences: The Best of Two Worlds

robustness of social network meta-analysis against non-homo-

geneous samples, a first study shows that structural parameters 

are less robust than individual and dyadic parameters (Simons, 

2021). More work is needed to find out how to identify networks 

which are responsible for the violation against homogeneity. 

These may be considered outliers, not belonging to the sample, 

or perhaps the non-homogeneity can be accommodated for by 

including contextual variables. 

I conclude that developing knowledge about model behavior is 

essential to judge the link between the real world and the theore-

tical world, in order to guarantee good results and conclusions. 

Second, the context of the individual or actor in the network is a 

topic of interest. Literally a completely different perspective. It 

challenges the assumptions of social network research that 

actors with the same characteristics behave similarly, have the 

same preferences, etc. It has always surprised me that so many 

observed friendship dyads are asymmetric. That is, actor i 

reports a friendship with actor j, but j does not report a friend-

ship to i. This might be due to a difference between individuals 

in their perception of the concept of friendship, in content - 

what friends do or feel - or scope - how many friends one can or 

wants to have. A more methodological explanation is that the 

measurement of a friendship tie is not precise enough, usually 

measured by just one dichotomous question. This is an inter-
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esting topic that has received attention in the past (see e.g., 

Marsden, 1990, 2011; Ferligoj & Hlebec, 1999, Hlebec & Ferligoj, 

2002), but has not led to scale development. 

We can also consider the question whether actors oversee their 

social environment in such a way that they cannot only report 

their own friends but also the friendships between others. That 

is, are individuals sufficiently aware of the position or  

embeddedness of the other individuals in the group to guide 

their choices? Knowledge or awareness of the larger network 

structure, of the absence or presence of mutual relationships, 

may help individuals to navigate their social context. This is a 

form of social cognition, a basic need of individuals, for 

instance to reduce uncertainty about their own position, or 

whom to trust or turn to for help in situations involving other 

individuals of the network. A related question is: do people 

agree in their perceptions of the friendships or social relations 

present in the group? These are fundamental questions, recog-

nized by many social network researchers but not easy to 

answer or translate into a statistical model. 

Instead of thinking in terms of relationships between two indi-

viduals, one needs to think in relationships between three indi-

viduals, where “ego” is the perceiver of the relationship. Krack-

hardt (1987) introduced the cognitive social structure (CSS) as a 

three-dimensional representation of the perceived social network 
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data. Existing models often either simplify the data to one or a 

set of ‘normal’ two-dimensional networks as Krackhardt did, or 

make too simple and therefore unrealistic dependence assump-

tions (e.g., van Duijn, 2011; Swartz, Gill, & Muthukumarana, 

2015). Other models are difficult to estimate or interpret (e.g., 

Koskinen, 2002a; 2002b; Sewell, 2020; Sosa & Rodriguez, 

2021). Further development of methodology in this area is 

needed and feasible. I have ongoing work with students search-

ing for viable extensions of existing models and estimation 

methods. 

5. The conclusion 

Finally, we get to the conclusion, of this lecture and of the Big 

Picture. This conclusion is rooted in both the empirical and the-

oretical world. It relies on the data and on the statistical model 

in tandem with the theoretical model. The beauty and at the 

same time essence of the “Big Picture” is that it does not focus 

on which statistics, models or methods are used. It does not 

care about Bayesian or frequentist statistics, p-values, confi-

dence intervals, model complexity, etc. These are all concepts 

that live in the theoretical world. Instead, it focuses on the link 

between data and theory, to ascertain that the bridge is strong 

enough to hold the conclusion. 
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Does this mean that “anything goes” in statistics? Nobody will 

be surprised that my answer is “of course not”. And it definitely 

is not what we teach our students. 

Good research goes hand in hand with good statistics, and  

I would even claim that the best research goes with the best 

statistics. Looking at the left side of the Big Picture, the real, 

empirical world, it means that the value of data is acknowledged. 

Data are never perfect but they are to be respected, and cannot 

be discarded or ignored just when they do not behave according 

to the model assumptions or do not give the ‘right result’. 

We as researchers are responsible for the validity of the conclu-

sions by building the bridge between both worlds. The left side 

is strengthened by reporting transparently about the data and 

the statistical analysis, and whatever went wrong or needed 

adjusting. A solid right side requires careful and nuanced eval-

uation of the hypothesized theoretical model, acknowledging 

the uncertainty due to both models and data. This implies that 

the conclusions based on the statistical analysis are never sure 

or absolute. Support by the theory or the theoretical mechanism 

may help to strengthen the conclusion. 

With the statement about researchers’ responsibility, I do not 

want to open Pandora’s box of questionable research practices. 

What I aim to say is that statistical thinking is needed to arrive 
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at valid conclusions. Involving statisticians in building the 

bridge is smart. Statisticians are trained in dealing with  

uncertainty and have a different perspective on the theoretical 

model and a different relationship with data. Most importantly, 

statisticians’ professional task in consulting or collaborating 

with colleagues is to make sure that the ‘best possible’ answer 

is given to the research question, thus providing a solid base for 

the conclusion of quantitative research in the social sciences. 
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